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Real-Time Computer 
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S jnopsis 
A computer technique ultimately yielding, from GPC data, both differential and in- 

tegral molecular weight distributions of macromolecular products with unknown com- 
position and structure has been worked out, based on a “universal” calibration method 
previously proposed by other authors to calculate average molecular weights. The 
technique involves as sole assumpl ion the validity of the “universal” calibration for the 
kind of sample under investigation. The GPC output data are handled through a real- 
time computer program and punched on paper tape. Together with two experimental 
parameters of the polymer (average molecular weights, limiting flow number) and the 
“universal” calibration of the columns set, the tape is used as input for the off-line pro- 
gramming. Examples are presented, showiiig the accrirmy which can be expected. 

INTRODUCTION 

The use of gels as a means of separating solutes differing in molecular size 
\\-as already known as early as 1954,’ and commercially available gels were 
introduced for this purpose in 1959.3 Various kinds of gels are nowadays 
displayed on the market so that almost any separation problem can be suc- 
cessfully tackled whether large or small molecules are involved. Yet, al- 
though the need for a better method of determining the molecular weight 
distribution (MWD) of organic polymers was the reason for the tremendous 
development of gel permeation chromatography (GPC),4 the interpretation 
of the chromatograms remains beset with difficulties. One of the major 
ones resides in the understanding of the exact mechanism of the GPC size- 
sorting process, already discussed by a number of authors5 but not yet satis- 
factorily resolved. 

In  the meantime, however, the chromatograph columns need to be cali- 
brated, and the literature provides considerable information on this sub- 
ject. Three calibration methods are generally proposed6 using (a) nar- 
row molecular weight-distributed standards,’-14 (b) the so-called “uni- 
versal” calibration (hydrodynamic volumes or unperturbed dimensions 
of the s o l ~ t e ) , ~ ~ - ~ ~  (c) broad molecular weight-distributed ~tandards.Z‘j-3~ 

The main disadvantage of the first method (a) is the difficulty of pre- 
paring standards of narrow MWD for most polymers. Only polystyrene is 
commercially available over the whole range of molecular weights; and 
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it is now well known that relying on a molecular-weight (or size) calibra- 
tion performed with a given polymer to interpret the chromatograms of 
other polymers leads to  serious errors. 

The “universal” calibration method (b), although it has proved to be 
applicable to a wide range of different molecular species, yields a calibra- 
tion in hydrodynamic volumes (or in unperturbed dimensions) rather than 
in molecular weights. To overcome this weakness, measurements of the 
intrinsic viscosity of a large number of eluted fractions are necessary unless 
the two Mark-Houwink equation parameters are known. * 

The third calibration method (c) seems to be the most useful in practical 
applications. Broad molecular weight-distributed samples are always 
readily available. However, in some cases, the approximations or hy- 
potheses involved drastically reduce the generality of the method. 

This paper presents a computer technique which ultimately gives both 
differential and integral MWD of any sample versus the logarithm of the 
molecular weight [dw/d(log M )  = f(1og M )  and w = f(log M ) ] .  The com- 
putation is based on the L(universal’l calibration method proposed by Weiss 
and Cohn-GinsbergZ0 and dealing with hydrodynamic volumes. It neces- 
sitates the determination of the number-average molecular weight (R,J 
and the weight-average molecular weight (Rm) of the sample. Alterna- 
tively, either one of these molecular parameters is sufficient if the intrinsic 
viscosity of the sample in the eluting solvent, a t  the elution temperature, 
is known. No attempt was made to correct the data for axial dispersion, 
imperfect resolution, or diffusional phenomena. 

BASIC APPROACH 

The basic approach of our computation considers as valid the “universal” 
calibration method for the kind of sample being dealt with. This assump- 
tion means that the calibration curve of M i [ ? ] i  versus v i  (where M ,  is the 
molecular weight and [?Ii is the limiting viscosity number of a species i 
eluting a t  volume vi) obtained with any narrow molecular weight-distrib- 
uted standards is valid for the sample under evaluation over the whole elu- 
t8ion range. This assumption could be erroneous for low molecular weight 
species where solute-solvent as well as gel-solute interactions are relatively 
more significant than they are for high molecular weight species, which is 
not likely, however, to occur for polymers. 

If f ( M )  is the normalized distribution function so that 

S o m f ( M ) d M  = 1 

* After preparation of the manuscript, the author was informed of the existence of B 
newly developed automatic viscometer. This viscometer can be installed downstream 
to the syphon of the GPC apparatus and is specially designed for measuring the flow 
time of t,he 5-ml solution conCained in the syphon.3* 
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the intrinsic viscosity [q], the number-average molecular weight Bn7 
and the weight-average molecular weight ATw can be written as follows: 

iVW = J M f ( M ) d M  
0 

(4) 

K and a being t,he constant parameters of the Mark-Houwinli equation 
relating the intrinsic viscosity to  the viscosity-average molecular weight 
HD7 

[ v ]  = KiF,". (5) 

Although these parameters are not strictly constant over the entire molec- 
ular weight range, their values as considered here can be taken as average 
ones. 

From eq. (5 )  and for monodisperse polymers where M u  = M i  for molec- 
ular species i, 

M i  = K-""[77Ii1'" = Ji[v]i-' (6) 

where 

The paraniet.er K can hr eliminated so t,hat, only a remains :LS iuiknowr~, 
thus: 
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] [soaJ-’”’+”’f(M)dM]. (15) 

The computer programs presented here allow the evaluation of the value 
of a which minimizes the difference between both sides of eqs. (13) to  (15). 
Subsequently, a value of K can then be derived from any of eqs. (10) to 
(12), depending on the experimental properties measured. 

At this step of the computation, both parameters K and a of the Mark- 
Houwink eq. (5) are known for the sample under evaluation together with 
the “universal” calibration curve of the instrument, J ,  = f (u , ) .  Utilizing 
eq. (9), any J ,  value can then be replaced by its corresponding M i  value so 
that a calibration curve M ,  = f(uJ is obtained for the sample. The ac- 
curacy of the calculated values K and a, and consequently that of the cali- 
bration curve M = f(~), obviously depends on the precision of the experi- 
mental determination of [7], fin, and Dw. 

METHOD OF COMPUTATION 

On a gel permeation chromatogram such as put out by a Waters instru- 
ment, the ordinate is proportional to the difference between the solution 
and solvent refractive indexes, while the eluted volume of solution after 
sample injection is measured on the abscissa. 

It is known that for low concentrations, as is the case at  the output of the 
columns, the ratio dnldc ,  or refractive index increment, is concentration 
independent. It is also generally assumed that the value of dn/dc is 
constant over the whole molecular range for a given sample and that the 
ordinate of the chromatogram therefore can be considered as a measure 
of the relative concentration of the eluting species. Here again, the as- 
sumption could be erroneous for low molecular weight species. If the 
chromatogram is normalized to  unit area, it can be thought of as a repre- 
sentation of the function 

dw 
dv -- = f(v) 

where w is the weight fraction of the polymer eluted up to elution volume u. 
Since 

CEW dW 
f ( M ) d M  = --dM = - du = f(u)dv, 

dM du 

eys. (1) and (10) to  (12) can be rewritten in a discontinuous form for discrete 
values of 2’: 

Uf 2 f(ui)Av = 1 
UL 
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f ( V i )  Av, (12’) a - K - l / ( l + a )  2 J l l / ( l + U )  
w -  

1 1  

v1 and u2 being the elution volume limits of the chromatogram (vl > u2) ;  
and Au, the constant interval between two values, ut. 

If h i  = f(ui)Avi, the relations (13) to (15) used for computation are 

L UI J L U L  

The values hi are calculated from the chromatogram, and J i  from the 
“universal” calibration, both a function of the elution volume vl, thus al- 
lowing computation of a and hence K .  

The molecular weight distribution existing in a given polymer can be 
conveniently visualized by plotting f ( M )  versus M .  However, the large 
range of molecular weights encountered in unfractioned commercial poly- 
mers requires a plot of p(A4) = M f ( M )  versus log M for adequate scaling. 

Multiplying the chromatogram output hi by &,/d (log M i ) ,  the recip- 
rocal of the slope of the calibration curve of log 11.1, = p(v,), one obtains 
$ ( M )  = p(J4)A.v for each value of log 

COMPUTER PRUGRAMMING 

The programs as developed consist of two separate parts. The first pro- 
gram, for on-line data acquisition and reduction, has been written in AS- 
SEMBLY language and fits in the general on-line data handling program 
serving the laboratory (Hewlett-Packard 21 16-C computer). 

The second program exists in two languages, BASIC and FORTRAN; 
it is intended for the calculation leading to the normalized MWD rep- 
resentations: 

O i  

WfJ = f(log J4,) and C $(At , )  = f ( lw  
D l  

The guiding principles in compiling these programs were (a) to gather the 
GPC data on-line and reduce the information to a compact format com- 
patible with further off-line processing; (b) to further process the informa- 
tion off-line (e.g., on a time-sharing computer). 



2326 BRAUN 

Systems Approach 

As soon as the saniple is injected, the computer samples the refrac- 
tometer signal a t  constant time intervals. Each dat,a point is actually a 
voltage proportional to the relat’ive refractive index of solution and solvent 
flowing through the differential refractometer unit. A t  each (‘count” 
(emptying of the 5-ml syphon) and at  each sample injection, :t trigger pulse 
superimposes an additional voltage a t  the recorder input. This trigger 
pulse indicates to the computer the occurrence of a count or of an injection. 

Since the total volume of a GPC column set available to a given molecule 
is at least the interstitial volume VO of the gel and at  most Vo plus the in- 
ternal volume V i  of the gel, neither t,he data corresponding to an elution 
volume vi < Vo nor those corresponding to v1 > Vo + V i  will be interesting. 
Therefore, the program will provide for two counts, C1 and Cz, correspond- 
ing to  elution volumes respectively slightly smaller than VO and slightly 
larger than V ,  + Vi. From sample injection up to count C1, the data sam- 
pled will be rejected at  each count. Then, data acquisition and reduction 
take place until count Ct.  The program can deal simultaneously with 
several overlapping sample injections; waiting for complete elut.ion of a 
sample before injecting the next one is unnecessary. 

After count Cz has been reached, a punched tape is out,put \vith the re- 
duced data. This tape is ready for use for the second group of programs 
(off-line computation). Resides the data provided by tJhe tape, only five 
additional input data are required: (a) the values of two counts used for 
baseline evaluation; (b) two of the three values [77], ATn, and a%; (c) iden- 
tification of the particular set of columns used to chromatograph sample. 

The off-line calculaths  proceed unt.il hot>h diffsrent;ial and int>egral 
MWD are pr in td  out. 

Programs 

On-Line Data Acquisition and Handling 

Under computer clock control, data points are read in every 3 sec. 
Between counts Cl and Cz, these data points pass one by one through a chain 
of decision, as shown in Figure 1. The trigger pulse arising from a count is 
recorded independently from the data points on a second input channel. 
After each one of these pulses, the interval between the two last counts is 
divided into ten equal subintervals and the dat,a are averaged in each of 
these subintervals. These average data points are stored until the print- 
out. If two counts are detected successively within a 1-min time interval, 
the first one is taken RS count zero of the next sample and the second one, as 
an injection pulse. 

After count Cz, the averaged data are punched on a paper tape giving the 
relative height values of the chromatogram for every decimal count between 
Cl and Cz. 



Program for A4 WD Calculations 

The tape as output by the on-line computer serves as input information 
for the off-line BASIC or FORTRAN program. An additional step is to 
feed the computer with the five above-mentioned data. The calculation 
can then start according the scheme outlined in Figure 2, the “universal” 
calibration curve having already been stored in the computer memory. A 
straight line is computed between the two counts used for baseline evalua- 
tion, and at every decimal count its value is subtracted from t,he cor- 
responding collected on-line data. This calculation assumes baseline 
linearity during sample elution. If negative values arise from this calcula- 
tion (baseline value higher than corresponding data point at a given deci- 
mal count, due to appearance of negative peaks of impurities or dissolved 
gases), these values are increased to zero. Consequently, at this step of the 
program, all the heights of the chromatogram, stored for every decimal 
count for which a calibration value in hydrodynamic volume is known, are 
either positive or zero. 

The second part of the program is the most critical. Chromatogram 
heights are normalized to obtain f(vJ and to obey ey. (1’). Then, with the 
aid of the hydrodynamic volume values, the difference between both sides 
of either eq. (13’), (14’), or (15’) is computed for successively increasing 
positive integer values of a. Each difference is compared to the previous 
one. If it is smaller, the computer takes the next a-value; if not, starting 
from the antipenultimate value of a ,  the difference is computed again for 
successive decimal values of a. The process continues until an optimum 
value of a is obtained with three decimal digits. This last value is then 
printed out together with the corresponding mean value of K computed 
from two out of the three equations (10’) to (12’). Once these two para- 
meters K and a are known, eq. (9) allows the calculation of a calibration 

log &I = p(v) (18) 

curve for which the reciprocal slope value (Mdv/dA/l)  is computed a t  every 
decimal count. Multiplying by the corresponding h, value and normaliz- 
ing to unity for the sake of uniformity, $(ill) is obtained for every decimal 
count. 

The last part of the off-line program consists in the computation of [T I ,  
.pn, go, and gw from eqs. (2) to (5). These values are output together 
with the polydispersity index am/an. 

A teletype then prints out the MWD data. 

CONCLUSIONS 

The presented calibration procedure for GPC leads to a possibility of 
MWD representation as a function of molecular weight for polymeric mate- 
rials. It is of course clearly felt that the MWD thus obtained can only be 
a crude approximation of the reality (see Appendix), the accuracy being 
limited by a series of factors among which can be enumerated (1) the ac- 
curacy of molecular weight-average and limiting viscosity number deter- 
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t h i s  r e c i p r o c a l  s l o p e  and n o r m a l i z e  t o  
m i  t y  
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Fig. 2. Off-line calculations. 



minations; (2) the reproducibility and accuracy of the chromatogram; (3) 
the detection device sensitivity to pick up high and low molecular weight 
species present in small amounts; (4) the well-known inherent limitations, 
both mechanical and theoretical, of the gel permeation approach to  frac- 
tionation of polydisperse materials.6 

However, the sole assumption implied is the validity of the “universal” 
calibration for the sample dealt with; the method is therefore useful when 
monodisperse standards are not available, which is frequently the case for 
most commercial macromoleci~lar products. 

Appendix 
The National Bureau of Standards (NBS) Standard Sample 706, which is a broad 

molecular weight-distributed polystyrene, was used to check the accuracy of the com- 
puterized mathematical data treatment presented. From the GPC data, the MWD 
of the sample was computed by using (1) the narrow molecular weight-distributed stan- 
dards calibration and ( 2 )  the “universal” calibration. 

Fig. 3. MWI) of NBS Sample 706 obtained by “classical” (0) and by “computer” (e) 
conversion of GPC chromatogram. 

Both calibrations were established for a set of five Styragel columns with respective 
maximum nominal pore size of lo7, 3 X 1W,5 X lo4, 1.5 X lo4, and .5 X los 1. Fifteen 
narrow molecular weight-distributed polystyrene were used, the nominal molecular 
weights of which ranged from 104 (styrene) up to 860,000. The limiting flow number 
[s] of each calibration polystyrene standard was measured in tetrahydrofuran (THF) 
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Fig. 4. AlWI) of NBS Sample 703 obtained by “classical” (0) and by “computer” (0) 
conversion of CPC chromatogram. 

at 2j°C, and the relation thus obtained between [ a ]  and 211 was used to calibrate the 
column set for “universal” calibration (hydrodynamic volumes). 

The chromatogram obtained was then converted to the corresponding MWD (1) 
bv applying the procedure suggested by Yau and Fleming33 and ( 2 )  by subjecting the 
chromatogram to the treatment described in this paper. Figure 3 shows the results of 
both conversions. It can be seen that although procedure (1) gives a broader distribu- 
tion than treatment (2), there is a good correlation between ie two MWD curves ob- 
tained, especially if the approximations and limitations of both computations are kept 
in mind. 

The theoretical characteristics of Sample 706 as given on the NBS certificate are: a, (light scattering) = 257,800; a,,, (sedimentation equilibrium) = 288,100; a,, 
(osmotic pressure) = 136,500; aw/a,, (fractionation) = 2.1. The limiting viscosity 
number measured in T H F  at 25°C was found to  be 1.046 dl/g. With inputting [ q ]  
and a,, as experimental data in t&e computer, th_e recalculated dzta %om the M W n  
thus obtained were [q] = 1.046; Mn = 136,500; M ,  = 290,400; M w / M n  = 2.1. The 
theoretical and recalculated aW values are most likely fortuitously close to  one another. 
However, the same order of magnitude obtained for the MWD given by two different 
data treatment is a comforting result. 

The same procedure was followed with the NBS Standard Sample 703, which is a nar- 
row molecular weight-distribtted polystyrene. I ts  theoretical characteristics as given 
on the NBS certificate are: M ,  (light scattering) = 179,3OOiM, (sedimentation equi- 
librium) = 189,800; i%?,, (osmotic pressure) = 170,900; M w / M n  (fractionation) = 1.07. 
The limiting viscosity number meas_red in T H F  at 25°C was found to  be 0.746 dl/g. 
When inputting 8, (170,900) and M,,, (189,800) as experimental data, the recalculated 
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data from the MWD thus obtained were an = 170,900; BW = 189,800; [q ]  = 0.862; 
$=/an = 1.11. Figure 4 compares the MWD obtained (1) by applying the “classical” 
proceduregg and (2) by subjecting the chromatogram to the computer treatment. Here 
again, a good correlation between both MWD curves is observed. 

The method was also applied to  two lots of low molecular weight resins. The molec- 
ular structure of the polymers wm the same for all the resins inside a lot but differed 
from one lot to  the other. Using a set of five Styragel columns with respective maximum 
nominal pore size of lo3, 700,250, 100, and 80 A, two average calibrations were estab- 
lished from about four to five resins in each lot. These calibrations were subsequently 
used to obtain MWD for other resins in these two series. The accuracy of the calibra- 
tions was checked by comparing the number-average molecular weights obtained by di- 
rect measurement (vapor pressure “osmometry”) with those recalculated from the M WD 
curves for the resins which were not used for calibration. As can be seen from Table 
A-I, the differences observed are, except for one case, less than 10%. 

TABLE A-I 
Comparison of Number-Average -Molecular Weights 

Obtained by Direct Measurement and From MWD Curves 

Sample 

A4 
A5 
B B 
C5 
B4 
c 4  
D5 
E5 

a,, measured 
directly 

560 
580 
.54s 
585 
435 
265 
680 
660 

En from MWD 

540 
615 
585 
595 
515 
270 
615 
60-5 

Differences 

-3.670 
+6.0% 
+7.3% 
+1 .7% 

+18.4% 
+1.9% 
-9.6% 
-8.3% 

I would like to express my appreciation to Professor H. Benoit for having critically 
reviewed the manuscript. 
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